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Abstract

Human interaction with a complex control system involves the user, the automation’s discrete

mode logic, and the underlying continuous dynamics of the physical system. The user-interface

of such systems always displays a reduced set of information about the entire system. Designing

interfaces such that all the pertinent information is available and assuring that this information

is correct is important for any user-interface, but especially so for safety-critical systems such as

automotive systems and autopilots. Here we describe a methodology for the analysis of hybrid

control systems that incorporate user interaction, with the goal of assuring that the information

provided to the user is correct. That is, the user-interface must contain all information necessary

to safely complete a desired procedure or task.

We begin with a hybrid system model which incorporates discrete mode logic as well as

nonlinear continuous dynamics. Using a hybrid computational tool for reachability, we find the

largest region of the state-space in which we can guarantee the state of the system can always

remain – this is the safe region of operation. By implementing a controller for safety which

arises from this computation, we mathematically guarantee that this safe region is invariant,

meaning that the system will always remain within the safe region if the determined controller

is used on the boundary of the safe region. Verification within a hybrid framework allows us

to account for the continuous dynamics underlying the discrete representations displayed to

the user. Using the computed invariant regions as discrete states, we can abstract a discrete

event system from this hybrid system with safety restrictions. This abstraction can be used to

determine what information must be provided on the display. Furthermore, in cases in which

an interface already exists, the abstraction provides the necessary input into existing interface

verification methods.

We provide two examples: a car traveling through a yellow light at an intersection and an

aircraft autopilot in an automatic landing/go-around maneuver. The examples demonstrate

the applicability of this methodology to hybrid systems that have operational constraints we

can pose in terms of safety. This methodology differs from existing work in hybrid system

verification in that we directly account for the user’s interactions with the system.
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1 Introduction

1.1 Problem Definition

Human interaction with automation is pervasive: almost every aspect of our lives involves computer

systems, information systems, machines, and devices. Whether it is a household device (such as

a microwave oven, an alarm clock, or a VCR), a heating/cooling system, a navigation system in

a car, or an autopilot in modern aircraft, the human operator is provided with information about

the automation and the processes it controls. With the exception of fully-automated systems, the

operator is also provided with the means to supervise the process: changing modes and behaviors,

or setting parameters, for example. Interaction with these systems is provided through an interface,

which conveys information about the underlying system dynamics and processes, and includes a

control panel through which the user can enter inputs (such as mode changes).

Complex automated systems are composed of many states, modes, events, parameters and

protocols. The user’s interactions with the automation are determined by the interface, always an

abstracted description of the underlying behavior of the machine [1]. Too much information can

overwhelm the user; not enough means the user may not be able to perform the desired task. In

commercial aircraft, the FAA mandates extensive bench tests, simulator tests, and in-flight tests

to certify aircraft autopilots [2]. However, it is difficult to anticipate all possible combinations of

system states, modes, and environmental behaviors. There is an increasing need to analyze systems

and interfaces before production or even before prototyping in safety-critical, expensive, or high-

risk applications. While analysis of smaller systems can be completed ad hoc, analysis of larger

and more complex systems requires systematic and rigorous methods.

Human-automation interaction in aviation has been a controversial topic since the advent of

computers and their integration into the cockpit [3, 4, 5]. Since the introduction of the glass cockpit

in the mid-1980s, pilots have voiced concern regarding their ability to fully understand and control

the automation. Indeed, the aviation industry has experienced many incidents and some accidents

in which the pilots became confused about the current mode or could not anticipate the next mode

in the automation [6, 7, 8]. The problem has been loosely termed mode confusion. Although

the engineering psychology community has historically dominated research on human-automation

interaction, there have recently been efforts by the formal methods community [9, 10, 11, 12, 13]

as well as system and control communities [14, 15, 16] to address these safety-critical problems.

To analyze and identify the type of problems particular to human interaction with complex

systems, one first needs to describe and represent the underlying system. In aircraft, for example,

behavior is controlled through both continuous and discrete elements: flight control systems con-

tinuously regulate aerodynamic surfaces, and autopilot systems determine the discrete mode-logic
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of the aircraft (such as the application of altitude-holding modes or vertical speed-holding modes).

Such systems, which couple continuous dynamics and control systems with a “higher level” discrete

logic control, are known as hybrid systems. Whereas automated tools which verify propertiesfor

discrete logic systems have been used for some time, the development of such tools for hybrid

systems is an area of current active research.

1.2 Approach

In this report, we use a recently developed methodology in hybrid system reachability and controller

synthesis [17, 18, 19, 20] to analyze highly-automated, hybrid systems that are supervised by

humans. Verification is defined simply as the process of developing and executing a mathematical

proof that a system model satisfies a given specification. The ability to verify specifications about

a system model allows for heightened confidence that the actual system will perform as intended.

Methods and tools to verify systems have become paramount as the complexity of automated

systems has grown; it is no longer possible to rely on intuition, testing, and simulation to assure

that a system satisfies its specification. With a keen interest in cost-efficient design processes,

most hardware and some software companies have embraced verification techniques as part of their

product design process: verification is one of the key enabling technologies for increased automation.

Verification tools can aid in drastically reducing time spent on design and validation, but are also

crucial in ensuring that safety properties are upheld. In safety-critical applications such as airbag

deployment circuitry, medical devices, and aircraft autopilots, guarantees of safe operation are

paramount.

In November 1994, Intel’s infamous “floating-point-division” bug was discovered, eventually

forcing recall of the Pentium chip and leading to approximately US $500 million in charges against

Intel [21]. The cause of the bug was a logical error, in which a look-up table to aid calculating

quotients of floating point numbers was erroneously indexed [21, 22]. Identifying these errors before

mass production is of the utmost importance, given the expensive and even potentially dangerous

nature of these mistakes. However, chip-making companies are not the only ones with vested

interests in verification. Widespread use of automation in complex, safety-critical systems such

as aviation, has also led to an interest in the verification of human-automation systems, in which

humans interact with highly automated systems.

Formal verification and design of interfaces focuses on the information content of the display,

rather than the design of the graphical user interface [1, 23, 9, 24, 10, 11, 25]. It addresses the acute

problem of detecting design errors in human-machine interaction and verifying the correctness of

the interaction in complex and automated control systems. Recently, a theory, methodology, and a

detailed verification procedure was developed by researchers at NASA [11, 25]. The methodology
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considers four elements: the machine model, the user model, the interface, and the task specifica-

tion. In [1], the authors address the automatic construction of simple and succinct interfaces for

highly complex systems. The cornerstone of the approach is the recognition that an interface is an

abstracted representation of the underlying system. Using this idea, discrete-state reduction tech-

niques may be used to abstract away superfluous information and construct a minimal interface.

To this end, algorithms for verification and construction have been developed and applied to the

verification and design of automated flight control systems [11, 25]. In [11], the hybrid plant model

is represented as a discrete system in which the system dynamics are modeled as plant-triggered

(dynamic) transitions.

Hybrid reachability analysis and controller synthesis addresses the problem of guaranteeing

system safety. Many problems of interest may be posed as reachability specifications on the sys-

tem’s set of continuous states. For example, in the problem of verifying system safety, the safety

specification is first represented as a desired subset of the state space in which the system should

remain, and then the following reachability question is posed: Do all trajectories of the system

remain within this set of desired states? The process of verifying safety then involves computing

the subset of the state space which is backwards reachable from this “safe set” of states; if this

backwards reachable set intersects any states outside the desired region, then the system is deemed

unsafe. Controller synthesis for safety is a procedure through which one attempts, by restricting

the behavior of the system through a controller, to prune away system trajectories which lead to

unsafe states.

In the past several years, a method [17, 18] and a numerical tool [19, 20, 26] have been developed

for verifying the safety of hybrid systems. The hybrid system model combines continuous state and

discrete event models: the discrete components represent different modes of the system and the

actions used to transition between modes, whereas the continuous components model the physical

process itself, such as the continuous response of an aircraft to the forces due to control surfaces

and engine thrust, and evolve according to smooth mode-dependent dynamics which incorporate

continuous inputs.

Applications of hybrid system theory to automated systems have traditionally assumed that

the controller itself is an automaton which runs in parallel with the system under control. Here

we consider the problem of controlling human-automation systems, in which the automaton and

a human operator share authority over the control of the system. In particular, we consider the

problem of analyzing user-interaction with hybrid systems. The main contribution of this report is

to show how hybrid human-automation systems, with the aid of the hybrid system reachability tool,

can be transformed into an equivalent discrete representation, which could later be incorporated

into the design of user-interfaces.
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1.3 Organization

We first consider the problem of creating a discrete abstraction of a hybrid human-automation

system within the framework of an everyday driving problem: braking before or driving through

an intersection at a yellow light. Using this example as a backdrop, we describe a methodology

for verification of hybrid systems that incorporate user-interaction. The methodology has three

components: separation of the original hybrid system into subsystems, each of which contains

no user-controlled transitions between modes; reachability analysis and controller synthesis; and

abstraction to a discrete system. Each component is illustrated through the driving example.

Implications for interface design are discussed in detail. The second example concerns the automatic

landing function of a highly automated, safety-critical, commercial et aircraft.

These two examples demonstrate the types of problems this verification and abstraction method-

ology can address. The hybrid and discrete modeling framework and analysis used in this method

makes certain assumptions about relevant engineering, operational, and human-factors issues. We

discuss these limitations, as well as possible directions for future work in Section 6.
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2 The Yellow Interval Dilemma

Consider the following scenario: A single driver on an expressway approaches an intersection when

suddenly the light turns yellow. The driver must decide whether to brake and try to stop at the

intersection, or to continue driving through the intersection before the red light appears. Typically,

the driver has an “intuitive” feel for the correct course of action [27], due to accumulated experience

about the particular car’s braking capabilities, the duration of the yellow light at a given inter-

section, and the road and weather conditions. However, many drivers might have had first-hand

experience to the contrary: these drivers slow down, only to realize (too late) that the car cannot

stop before the intersection, and then attempt to accelerate through the intersection.

There are several factors influencing the correct course of action at a yellow light. (By ‘correct’,

we mean a course of action that will allow the driver to avoid a red light violation, which occurs

whenever the car is in the intersection at any time during a red light.) Physical constraints include

not only the car’s limitations (i.e. braking and acceleration capabilities) but also the duration of

the yellow light (known as the yellow interval) as well as the posted speed limit. We can plot these

constraints for reasonable distances x from the intersection and reasonable speeds v at which the

car can travel. In Figure 1, notice that along the horizontal axis, x = 0 denotes the side of the

intersection closest to the approaching car, and x = L denotes the far side of the intersection, where

L = 10 m is the length of the intersection. Along the vertical axis, we examine positive speeds v,

up to the speed limit vmax = 24 m/s (approximately 50 mph) 1. The car has a range of braking

and acceleration capabilities: it is not possible to brake more than the maximum braking or to

accelerate more than the maximum acceleration. The yellow interval is a fixed duration τ , and we

assume that the car remains at or below the posted speed limit vmax. Another important factor

to consider is the driver’s reaction time: when the light switches from green to yellow, there is a

finite amount of time ∆ before the driver can react to the change. While the driver’s reaction time

varies per individual and per circumstance, for speeds considered in this example, a reasonable

reaction time for an average, alert driver, is ∆ = 1.5 seconds [27, 28, 29]. Taking these factors into

consideration, the question we wish to answer is: What actions does the driver need to take, and

when does the driver need to take them, to avoid being in the intersection during a red light?

We first determine where the car can be, relative to the intersection, so that it can stop at the

intersection during the yellow or red light. If the car stops right at the intersection, and we know

the driver used maximum braking to reach this point, we can determine where the driver could

1For the analysis that follows, we assume that during the green light, the car must travel at a positive speed v > 0
(the car is not allowed to come to a complete stop anywhere along the expressway); and during the yellow and red
lights, the car must travel at a positive speed v > 0 for all x except at the intersection x = 0 (the car is only allowed
to come to a complete stop exactly at the intersection).
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have been τ + τred seconds before, where τred is the duration of the red light2. Modeling the car

as a point-mass, the car’s distance from the intersection is denoted x, the car’s speed is denoted

v = ẋ, and the control input u (which is the deceleration due to braking) is the second derivative

of position u = ẍ. We integrate this system backwards in time with u = umin (for the maximum

braking force) from x(0) = 0, v(0) = 0, which represents the car at a full stop at the intersection.

For a typical passenger car, umin = −4 m/s2, and for a typical intersection, the duration of the

yellow light is τ = 4 seconds [28, 30] and the duration of the red light is τred = 20 seconds. To

account for the driver’s reaction time, we assume that when the yellow light first appears, the car

continues at its current speed v for ∆ seconds before the driver can take any action. Therefore we

only integrate the system for τ + τred −∆ seconds. The result of this analysis shows that there are

certain combinations of speed and distance from the intersection from which the driver will simply

not be able to stop before reaching the intersection. (The details of this analysis will be presented

in Section 3.3.)

Now we analyze the second option: driving through the intersection. We wish to know where

the car can be, relative to the intersection, in order that the driver may drive through the in-

tersection before the light turns red. While driver manuals and automobile insurers certainly do

not recommend it as a practice, many drivers accelerate when a yellow light occurs. If the driver

accelerates with u = umax, where for a typical passenger car the maximum acceleration is umax = 2

m/s2, we can compute how far from the intersection the car must be when the yellow light first

appears, in order to avoid a red light violation. In this calculation, we assume the driver stops

accelerating and maintains v = vmax once the car reaches the speed limit. If, alternatively, the

driver simply coasts through the intersection with a constant speed, u = 0, we can compute how

far from the intersection the car must be in order to coast completely through the intersection.

Again, assuming that in the worst-case scenario the car just reaches the far side of the intersection

as the light turns red, we determine where the driver could have been τ seconds previous to this by

examining first where the driver could have been τ − ∆ seconds previously (through acceleration

with u = umax or through coasting with u = 0), then where the driver could have been ∆ seconds

previous to that (through coasting with u = 0). Mathematically, for an intersection of length L,

we first integrate ẍ = u with u = umax (for the case in which the car accelerates) or u = 0 (for the

case in which the car travels at a constant speed) from x(0) = L, v(0) ∈ [0, vmax] backwards in time

for τ − ∆ seconds. We then integrate ẍ = u with u = 0 from this result backwards in time for ∆

2In some cities, the front of the car (denoted by a distance dfront, measured from the front bumper to the mid-point
of the front wheel) is actually allowed to be in the intersection during the red light. While our model treats the car
as a point-mass, to account for this rule in our analysis, we could instead examine where the car could be relative
to x = dfront, and integrate backwards in time for τ + τred from this point instead of x = 0. The method proceeds
similarly as presented here. Alternatively, in another variation, the car can be completely inside the intersection
when a red light occurs without incurring a red light violation. In our analysis, for a car of length dcar, we would
first integrate from x = dcar instead of x = L. The rest of the analysis proceeds similarly as presented above.
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Figure 1: The shaded (red) region shows the com-
bination of x and v for which the car can stop
at the intersection during a yellow or red light.
Along the curved section of the boundary of the
shaded region, the driver must use u = umin in
order to stop at the intersection.

Figure 2: The darker shaded (dark blue) region
shows the region of the state-space from which
coasting (u = 0) during the yellow interval will al-
low the car to completely cross the intersection by
the time the red light appears. The lighter shaded
(cyan) region shows the region of the state-space
from which acceleration at u = umax (until the
speed limit is reached) will allow the car to com-
pletely cross the intersection before the red light
appears.

seconds. The analysis shows that at lower speeds, the driver must be closer to the intersection to

be able to drive through the intersection before the red light appears.

We can depict these two scenarios graphically in the continuous state-space, for reasonable

distances x and speeds v. Figure 1 shows the maximum braking scenario: the shaded (red) region

depicts the combinations of distance and speed for which the driver will be able to stop at the

intersection. If the driver attempts to brake in the unshaded (white) region, even braking as hard

as possible, the car will end up in the middle of the intersection. Additionally, when the car reaches

the boundary of the shaded (red) region, the driver must enforce maximum braking u = umin: any

other choice of u (anything other than maximum braking) will inevitably result in a red light

violation.

Similarly, Figure 2 shows the acceleration/coasting scenario: the darker shaded (dark blue)

region depicts the combinations of distance and speed for which the driver can simply coast through

the intersection and reach the end of the intersection just as the light turns red. If the driver

attempts to coast through when the car is outside of the darker shaded (dark blue) region, the

car will still be caught in the intersection during the red light. Alternatively, the lighter shaded

(cyan) region depicts the combinations of distance and speed for which the driver must accelerate
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Figure 3: During the yellow light, the following state space can be divided into seven distinct
regions with respect to the car’s capabilities: (1) Safe to stop at the intersection, (2) Safe to coast
or accelerate through the intersection, (3) Safe to accelerate through the intersection, (4) Safe to
coast or accelerate through, or to stop at the intersection, (5) Safe to accelerate through, or to
stop at the intersection, (6) Safe (already through the intersection), and (7) Not safe to stop at the
intersection and not safe to drive through the intersection.

with u = umax in order to avoid a red light violation. (The driver could also accelerate in the

darker shaded (dark blue) region, but does not have to.) If the yellow light appears when the car

is outside of both of the shaded (dark blue and cyan) regions, the car will not be able to cross the

intersection before the red light appears. In the unshaded (white) region, there is no control law

(given u ∈ [umin, umax]) which will allow the car to avoid a red light violation.

To consider the possible driver actions during the yellow interval, we combine these two results

(from Figures 1 and 2)in Figure 3. We identify seven distinct regions: (1), (2), (3), (4), (5), (6),

and (7). There are some combinations of speed and distance for which the driver must eventually

brake in order to avoid a red light violation (1), some for which the driver must coast or accelerate

(2), some for which the driver must accelerate (3), some for which the driver can either brake or

accelerate (4), some for which the driver can either brake, coast, or accelerate (5), some for which

the driver can drive unconstrained (6), and, most troubling, some for which the driver cannot do

any of the above (7). When the car is in region (7) and a yellow light appears, the driver will

inevitably end up in the intersection during the red light! The driver is too close to the intersection

to be able to stop before the intersection, and too far away to coast safely through it.

This problem is known as the “yellow interval dilemma” [30, 31]. The portion of region (7) at

high speeds (near the speed limit) is called the “dilemma zone”. A common and well-publicized

problem [32] for traffic engineers is to design the yellow interval τ to minimize red light violations. To

minimize (or hopefully eliminate) the dilemma zone, the Institute of Traffic Engineers recommends
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a variety of heuristic additions to the kinematic formula for braking. These additions are based on

a typical speed for most cars at a particular intersection, the length of the intersection, and the

presence of a “red light interval” (in which all directions at an intersection display red at the same

time) [28]. The dilemma zone can be eliminated by increasing the duration of the yellow interval

τ , or alternatively by decreasing the speed limit vmax. (Increasing τ decreases the slope of the

boundary of the region for safe coasting (region (2) and region (4)).) Additionally, we must consider

the human factor: increasing τ beyond approximately 5 seconds has been shown experimentally to

actually increase the number of red light violations at a given intersection: drivers quickly learn

that the yellow light is extremely long, and tend not to brake when encountering the long yellow

light [29].

To eliminate any possibility of a red light violation, the driver must never enter the unsafe

region (7) during a green light. If the car is never allowed to be in (7) during a green light, the car

will never be in the dilemma zone when the yellow light occurs. We again propagate the dynamics

ẍ = u, u ∈ [umin, umax], from the boundaries of the unsafe region (7) to determine for which

combinations of x and v there is a control u which will keep the car from entering the unsafe region

(7). We additionally constrain the dynamics so that v > 0 (we do not allow the vehicle to come to

a complete stop).

The result is shown in Figure 4. During the green light, the shaded (cyan) area is “safe” to

operate in: this is the region for which we know the car can always avoid a red light violation, if a

yellow light suddenly appeared. Note that the unshaded (white) region is slightly larger than the

region (7) of Figure 3 at low speeds: since the car cannot come to a complete stop during the green

light, the car must accelerate to “miss” the unsafe region. However, the region which accounts for

the dilemma zone is unchanged. Along the boundaries shown, certain control laws must be enforced

(the car must decelerate with u = umin along the upper left boundary of the dilemma zone, for

example).

This analysis has answered the original question: it has shown exactly what actions the driver

needs to enact, as well as when to enact them, in order to prevent a red light violation. The driver

must follow different control actions depending on the car’s current position and speed, as well as

the color of the light: the restrictions on these actions differ during green, yellow, and red traffic

lights.

2.1 Implications for Interface Design

To provide this information to the driver, an add-on dashboard device with sensor access to distance

from the intersection (Figure 9) could be used. This device could use the results of the previous

11
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Figure 4: Safe region of operation (shaded, cyan)
during the green light to avoid being caught in the
dilemma zone during the yellow interval. The ac-
celeration and braking curves are shown in dashed
and dashed-dotted lines, respectively, for clarity.

Figure 5: Close view from Figure 4 of
the increased unsafe region (unshaded,
white) at low speeds to the left of the
intersection. This new boundary is
obtained by integrating the point at
the intersection of the braking curve
(dashed-dotted line) and the accelera-
tion curve (dashed line) backwards in
time. The unsafe region correspond-
ing to the dilemma zone is unaffected.
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Light Color Region Interface Indication

Green
(Figure 4)

shaded
top boundary

bottom boundary
unshaded

Continue Driving

Brake

Accelerate

Unsafe

Yellow
(Figure 3)

(1), (4), (5)
boundary of (1) and (4)

(3)
(2)
(6)
(7)

Continue Driving

Brake

Accelerate

Accelerate or Maintain Current Speed

Continue Driving

Unsafe

Red
(Figure 3)

(1), (4), (5)
boundary of (1) and (4)

(6)
(2), (3), (7)

Continue Driving

Brake

Continue Driving

Unsafe

Table 1: Summary of abstraction from continuous state-space regions to interface indications during
green, yellow, and red lights. These abstractions, determined by control law restrictions necessary
to avoid a red light violation, are shown graphically in Figures 6, 7, and 8, respectively.

analysis (Figures 3 and 4) to advise the driver. In order to keep the advice simple, the analysis

allows entire regions of the (x, v)-space to be abstracted into simple, discrete indications.

For example, consider such a device which has four advisories: “Continue Driving”,“Brake”,

“Accelerate”, and “Accelerate or Maintain Current Speed”. During the green light, we

can abstract all of the shaded region of Figure 4 to the single discrete representation “Continue

driving”. This indicates that the driver is free to use any control u ∈ [umin, umax], accelerating

and decelerating at will. However, along the boundary, certain controls must be enforced, as shown

in Figure 6: along the dashed-bolded boundary, u = umin, and along the solid-bolded boundary,

u = umax. We can abstract each of these boundaries into simple representations: “Brake” and

“Accelerate”, respectively. These abstractions, as well as those for the regions relevant during

the yellow and red intervals, are summarized in Table 1. Note that during the yellow interval, we

assume braking to stop before the light is the preferred course of action when it is safely possi-

ble. Figures 6, 7, and 8 show the final abstractions as well as the control laws which dictate the

abstraction, during the green, yellow, and red traffic lights, respectively.

In this example, the interface indications are inspired by analysis of the system in terms of its

safety, in which the car is “safe” if it can avoid a red light violation. Although there are an infinite

number of conditions to consider, this analysis allows us to abstract these conditions into a finite

set of simple indications which represent, according to our model, everything that the driver must

know in order to safely interact with the system. The proposed interface (Figure 10) tells the driver

(based on the car’s speed and distance to the intersection) whether to stop at the intersection or

13
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Figure 6: Regions of the state-space according to
control action during the green interval: u = umin,
u ∈ [umin, umax], u = umax. Following these con-
trol restrictions guarantees that the car will never
be caught in a red light violation.

Figure 7: Regions of the state-space according to
control action during the yellow interval: u =
umin, u ∈ [umin, umax], u = umax, u = 0 or
u = umax.
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Figure 8: Regions of the state-space according to control action during the red interval: u = umin,
u ∈ [umin, umax].
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Brake

Accelerate or
Maintain

Current Speed

Continue Driving

Brake

Accelerate

Figure 9: Add-on dashboard device.

Figure 10: Interface indications for
the dashboard device, as determined
from Figures 6, 7, 8, and Table 1. The
indication “Unsafe” is not shown
since unsafe operation will always be
prevented if the user follows the indi-
cations displayed on the interface.

to drive through the intersection.

The methodology presented here guarantees that the interface, generated from analysis of the

underlying continuous system, is correct. In general, the correctness of this interface is paramount:

if the interface provides incomplete or incorrect information, the driver may not be able to avoid a

red light violation. An incomplete or incorrect interface can appear nondeterministic to the user.

Such interfaces are extremely problematic and dangerous: they confuse the user by sometimes pro-

viding correct information and sometimes providing wrong information, or by simply not providing

enough information. As a result, the user is both misguided and confused [25].

In the yellow interval problem, we have generated a control law and determined the information

content of an interface which guarantees the safety of the physical system. Thus, this kind of analysis

tool, described here for the yellow interval example, can be used in the process of designing new

interfaces. In the next section, we formulate a methodology to analyze human-automation systems

which have both discrete and continuous dynamics.
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3 Methodology

In this report, we propose a methodology to analyze a hybrid human-automation system based

on well-developed tools in the realm of hybrid system reachability analysis and controller synthesis

[18, 19, 17]. Given a hybrid model of the human-automation system (which includes how the user

interacts with the system), we find a discrete representation of the hybrid model based on the

hybrid system reachability result. Using this discrete representation, we can then design a correct

interface for the hybrid system. In cases in which a proposed interface already exists, an existing

and well-developed interface verification technique [11, 25] can be used to verify that the interface

accurately represents the underlying system.

The hybrid human-automation system represents the underlying physical system as well as

the mode-logic through which the user interacts with the physical system. While in general, all

possible behaviors of the actual system can be described in the hybrid system model, often only

a subset of these possibilities are included: this subset represents a procedural model. In many

safety-critical systems, users (such as aircraft pilots or nuclear power technicians) perform tasks

in highly structured ways. Here, we take advantage of this structure by modeling user-interaction

with respect to a particular procedure.

We compute a discrete abstraction of the hybrid human-automation system using hybrid system

reachability analysis. The methodology has three steps: first, a separation into smaller subsystems;

second, a hybrid reachability analysis and controller synthesis; and third, a discrete abstraction

based on the result of this analysis. We demonstrate this method with the yellow interval problem.

We shall begin by formulating the problem mathematically.

3.1 Mathematical Formulation of the Problem

We will consider two kinds of mathematical models in this problem: a hybrid model which incor-

porates both continuous and discrete state dynamics, and a discrete state model.

The hybrid model encapsulates the desired task or behavior that the user and the system should

accomplish. We represent the system mathematically by the symbol Hprocedure. The hybrid system

is defined by the tuple Hprocedure = (Qprocedure,Xprocedure, fprocedure, Σprocedure,Uprocedure, Rprocedure).

Qprocedure represents the set of discrete states, or modes, in Hprocedure; with n modes, the cardinality

of Qprocedure is |Qprocedure| = n. The function fprocedure is the set of continuous dynamics, which

we will denote by the functions fi, Uprocedure is the set of all continuous control input vectors Ui,

where i ∈ {1, ..., n}. The hybrid model may be explained as follows: each mode qi ∈ Qprocedure

has dynamics ẋ = fi(x, ui), in which the continuous state is x ∈ Xprocedure and the continuous
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Figure 11: Example of a hybrid model. The
naming convention for this report is that user-
controlled, disturbance, and automatic switches
are represented by σi, δi, and gi(x) ≥ 0 (the state-
based conditions under which the automatic tran-
sition occurs), respectively.

Figure 12: Example of a discrete model. The
naming convention for this report is that con-
trolled switches are represented by σi, and uncon-
trolled (disturbance and automatic) switches are
represented by δi and γi, respectively.

input ui ∈ Ui represents different control inputs in each mode. We assume that the continuous

dynamics are fully observable (we can measure all elements of the state vector x). The set of events

which can enable or force the hybrid system to transition between modes is indicated by Σprocedure.

The transition function Rprocedure dictates how the system switches according to discrete events

Σprocedure: for two modes qa, qb ∈ Qprocedure, a transition from qa to qb is possible when event

σ ∈ Σprocedure occurs if qb ∈ Rprocedure(qa, σ). The events in Σprocedure fall into one of three

categories: they can be user-controlled, disturbance (not controlled by the user or the automated

system), or they can be automatic (determined by conditions on x). In addition to the six elements

accounted for in the tuple Hprocedure, the set of hybrid states which the system can begin in (the

initial set) is represented by (Q0
procedure,X0). An example of a hybrid system is shown in Figure 11.

The discrete state model is represented as: Ginterface = (Qinterface, Σinterface, Rinterface), with

modes Qinterface, events Σinterface, and transition function Rinterface. The set of initial modes is
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δ, t := 0 t ≥ τ

u ∈ [umin, umax] u ∈ [umin, umax] u ∈ [umin, umax]

x ∈ Xgreen x ∈ Xyellow x ∈ Xred

qgreen qyellow qred
[

ẋ
v̇

]

=

[

v
u

] [

ẋ
v̇

]

=

[

v
u

] [

ẋ
v̇

]

=

[

v
u

]

ṫ = 1 ṫ = 1 ṫ = 1

Figure 13: Hybrid model Hprocedure for a car traveling through an intersection, where the input u
is the car’s acceleration, and x := [x, v].

Q0
interface. Events in Σinterface fall into one of two categories: they are either controlled (initiated by

the user) or uncontrolled (automatic or initiated by a disturbance). An example of a discrete system

is shown in Figure 12 – we will use this discrete model to represent the interface of the system.

Throughout this report, discrete events are interchangeably referred to as events, transitions, or

switches.

In the yellow interval example, we model the car’s dynamics and allowable ranges of operation

during each color of the light. The hybrid model has modes Qprocedure = {qgreen, qyellow, qred}

and events Σprocedure = {δ, g1(x, t)}, where δ represents a disturbance event (the light turning

yellow), and g1(x, t) = t−τ represents a switching surface which corresponds to the duration of the

yellow interval. The transition function Rprocedure determines the relationship between the modes

and events through Rprocedure(qgreen, δ) = qyellow, and Rprocedure(qyellow, g1(x, t) ≥ 0) = qred. The

dynamics in each mode are shown in the hybrid automaton of Figure 13. The state x = [x, v] is

bounded by Xgreen = R × (0, vmax], Xyellow = {(R \ 0) × (0, vmax]} ∪ {0 × [0, vmax]}, and Xred =

{R− × (0, vmax]} ∪ {0 × (0, vmax]} ∪ {[L,∞) × (0, vmax]}, where R is the set of real numbers. We

are interested in positive speeds at or below the speed limit only, except right at the intersection

(x = 0) during the yellow and red lights. Time is indicated through a timer function ṫ = 1 in

each mode, with t ∈ R. The input u is bounded by the interval U = [umin, umax] in each mode,

which accounts for maximum deceleration umin and maximum acceleration umax. The initial mode

is Q0
procedure = {qgreen}, since we assume the driver is traveling along the expressway at a constant

velocity when the yellow light appears.

In the following sections, we show how to form a discrete abstraction of the hybrid procedural

model using a modified reachability analysis.

3.2 Step 1: Separation into Hybrid Subsystems

The first step in forming a discrete abstraction is to separate the hybrid procedural model, Hprocedure,

across user-controlled switches. Thus, within each subsystem, all of the transitions are uncontrolled
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(disturbance and automatic) transitions. This will prepare us for the next step, a hybrid reacha-

bility analysis and controller synthesis to be performed on each hybrid subsystem.

Every hybrid subsystem has an initial mode defined either by a mode in Q0
procedure or by the

mode that a user-controlled switch leads to. We say a set of modes is automatic-reachable if the

modes are reachable from a given initial mode with automatic or disturbance transitions only. The

rest of the hybrid subsystem is determined by augmenting the subsystem containing this initial

mode with all modes automatic-reachable from the initial mode. The user-controlled transitions

are not included in the subsystems, since the user has the final authority over the switch, and

therefore guarantees of safety lie with the user. (Implications of this will be made clear in Section

3.4.)

For the yellow interval problem, the hybrid mode has no user-controlled switches. More general

(and often more complicated) hybrid models will separate into hybrid subsystems with more than

one mode, and which might even overlap. To clarify, imagine a generic hybrid model with n user-

controlled switches, and m = |Q0
procedure| initial modes, where | · | indicates cardinality of a given

set. This hybrid procedural model could have at most (m+n) hybrid subsystems, since one hybrid

subsystem can result from each user-controlled switch, and one hybrid subsystem can result from

each initial mode.

For example, the hybrid system in Figure 14 has n0 = 1 initial modes (q1) and n = 5 user-

controlled switches (σ1, σ2, σ3, σ4, σ5). It should have n + n0 = 6 or fewer hybrid subsystems. We

separate this model into five hybrid subsystems: HA consists of the modes automatic-reachable

from initial mode q1, HB consists of modes automatic-reachable from the user-controlled switch σ5

into q13, HC consists of modes automatic-reachable from switches σ1 into q5, HD consists of modes

automatic-reachable from q8, and HE consists of modes automatic-reachable from q11. This model

contains five (but not six) hybrid subsystems since the user-controlled switches σ2 and σ3 both lead

to the same mode, q8.

3.3 Step 2: Hybrid Reachability Analysis and Controller Synthesis

Hybrid reachability analysis provides us with a mathematical guarantee of safety to within the

limits of the hybrid model. We can define safety mathematically as the system’s ability to remain

within an allowable region of the hybrid state-space. Physical constraints on the system can be

incorporated in this manner: for example, if the car on the expressway must obey the speed limit,

the car’s velocity must not exceed 24 m/s (v ∈ (0, 24]). Since physical systems are also subject to

input constraints (due to actuator saturation, for example), we have bounded control authority to

keep the system within its allowable region of operation. In the yellow light dilemma, the driver’s
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q6
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ẋ = f13(x, u13)

σ2

σ4

Figure 14: Hybrid procedural automaton separated into hybrid subsystems HA, HB, HC , HD, HE .
User-controlled switches are indicated by σ1, σ2, σ3, σ4, σ5. (All other switches are uncontrolled.)
The initial mode is Q0

procedure = q1. Note that the hybrid subsystems overlap. Some of the hybrid
subsystems are shaded for clarity.

car has a maximum deceleration which represents the capabilities of the physical system: the car’s

brakes simply cannot provide more braking force than umin.

In order to remain within the allowable region of operation, which we denote W0, we are often

restricted to remain within an even smaller region: a subset of the allowable region of operation.

(See Figure 15.) This is because, for some states in W0, there may be no control input guaranteed

to keep trajectories of the system inside W0. The hybrid reachability analysis provides us with the

largest subset within W0 in which we can guarantee the system will always remain – this is the

maximal controlled invariant set W ⊆ W0. This is the safe region – the region for which the system

always has an input which will keep the system within the safe area. System trajectories can only

exit W along its boundary, thus, inside W any control u ∈ U can be used, but along the boundary

of W, a set of controllers u = u∗(x) which forces the system to remain within W must be used.

If any other control law is used along the boundary, the system will leave the safe region W, and

eventually will leave the allowable region of operation W0. If the system begins within W, it can

always remain within W, and therefore within W0. (If the system began in W0\W, we would not

be able to guarantee that it will always remain in W0.)

How do we formulate W0 and use it to obtain the safe region W, as well as the control law to

enforce safety, u∗(x)? We begin with the formulation of a cost function. Constraints on the system’s

continuous states and inputs are represented through the use of a cost function J(x, t) which we
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Analysis

Safe region of 
operationof operation

Allowable region  

Hybrid Reachability

W

W0 W0

u = u∗(x)

Figure 15: Hybrid reachability analysis and controller synthesis determines the 1) safe region of
operation W ⊆ W0, and 2) the set of control laws u = u∗(x) which must be applied on the boundary
of W in order for the state of the system to remain within W, and therefore within the allowable
region W0.

will evolve backwards in time (t ≤ 0). The value of this cost function initially is J(x, 0) = J0(x),

where J0(x) indicates the boundary of the allowable region of operation W0. The values of x for

which J0(x) = 0 constitute the boundary of the allowable region; the sign of J0(x) for other values

of x indicates if the system is inside or outside of the allowable region. Using standard notation to

indicate the interior (W0)
◦, boundary ∂W0, and exterior (complement) (W0)

c of the set W0,

J0(x) > 0 if x ∈ (W0)
◦ (1)

J0(x) = 0 if x ∈ ∂W0 (2)

J0(x) < 0 if x ∈ (W0)
c. (3)

We can now indicate the allowable region of operation as W0 = {x ∈ X | J0(x) ≥ 0}.

To see how to apply this calculation, we examine the yellow interval dilemma. To avoid being

unsafe, or in the intersection during a red light, the initial cost function represents the car coasting

safely past the intersection at the start of the red light: J0(x) = x−L. Positive values of J0 occur

when the car’s position x is past the far side of the intersection. During a red light, if the car is

coasting, the allowable state-space region is x > L, which is where J0(x) > 0. Negative values of J0

occur when the car has yet to completely cross the intersection, and J0 = 0 when the car is just at

the boundary of the intersection, at x = L. However, we know from Section 2 that this boundary

is dependent on time – on the duration of the yellow interval.

The cost function J varies over time and over values of x: its boundary J(x, t) = 0 evolves as

x evolves according to the equations of motion, ẋ = f(x, u). We know that along the boundary

the control input u must have certain properties: to enforce safety the set of control laws u∗(x) is

synthesized as W is determined. This control law must be enforced when the state of the system
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W0

∂J0(x)
∂x

f(x, u), u ∈ U

J0(x) > 0
J0(x) < 0

Figure 16: Initial cost function J0(x) and initial Hamiltonian H(x, ∂J0(x)
∂x

). The particular control
u ∈ U chosen for the Hamiltonian (see definition in text) is bolded.

reaches the boundary of W, in order to be able to guarantee that the state of the system will always

remain within W.

To find W within a given discrete mode, we first formulate the Hamiltonian H(x, ∂J(x,t)
∂x

) =

maxu∈U
∂J(x,t)

∂x

T
f(x, u) for a nonlinear system with dynamics ẋ = f(x, u), x ∈ R

n, u ∈ U ⊆ R
m.

The control chosen through this maximimization effectively tries to make W as large as possible.

Geometrically, for the initial cost function J(x, 0) = J0(x), the initial Hamiltonian is the inner

product of the inward-pointing normal of W0 (that is, ∂J0(x)
∂x

), and the function in the direction

closest to this normal (see Figure 16. The cost function J(x, t) evolves backwards in time according

to the partial differential equation (PDE)

∂J∗(x, t)

∂t
= −min

{

H

(

x, u∗,
∂J∗(x, t)

∂x

)

, 0

}

(4)

The minimization between H(x, ∂J(x,t)
∂x

) and 0 ensures that once a trajectory passes through an

unsafe region, it cannot later become safe. If the cost function J(x, t) converges to J∗(x) as

t → −∞, the safe region of operation is defined as

W = {x ∈ W0 | J
∗(x) ≥ 0} (5)

The control law synthesized from this calculation

u∗(x) = {u ∈ U |
∂J∗(x)

∂x

T

f(x, u) ≥ 0} (6)

must be applied along the boundary of the safe region, for x ∈ ∂W, in order guarantee that the

region is invariant.

22



In the yellow interval problem, we complete one hybrid reachability analysis. This results in safe

regions for each phase of the light: Wgreen, Wyellow, and Wred. During the yellow light, the user’s

options (stopping before the intersection, coasting through it, or accelerating through it) result in

regions Wbrake, Wcoast, Waccel: Wyellow = Wbrake∪Wcoast∪Waccel. Figures 1 and 2 show the results

of the hybrid reachability analysis: the shaded region of Figure 1 is Wbrake, the region in which

safe braking is guaranteed. The darker shaded region of Figure 2 is Wcoast, the region in which safe

coasting is guaranteed, and the lighter shaded region is Waccel, the region from which the car can

safely cross the intersection while accelerating at the maximum acceleration. In Figure 2, the dark

shaded region is the set of values of x = [x, v] for which J∗
coast(x) ≥ 0, where J∗

coast(x) = x−L+ vτ .

(Recall the duration of the yellow interval is τ .) On the boundary of Wcoast, J∗
coast(x) = 0, and

outside of Wcoast, J∗
coast(x) < 0. In Wcoast, any control which satisfies u ≥ 0, u̇ ≥ 0 can be used.

The light shaded region Waccel in addition to the states included in Wcoast are those combinations

of x and v for which acceleration at u = umax will allow the car to drive through the intersection

before the red light appears. In this case,

J∗
accel(x) =

{

x − L + vτ + umax(τ − ∆)2/2 for v ∈ (0, v]

x − L + vmaxτ + ∆(v − vmax) −
(v−vmax)2

2umax
for v ∈ (v, vmax]

(7)

with v = vmax − umax(τ − ∆). Inside Wbrake, any control in the allowable range U may be used,

and on the boundary of Wbrake, u∗ = umin must be enforced to guarantee that the system will not

leave the safe region Wbrake. We can find a closed-form solution J∗
brake(x) = −x − v∆ + v2

2umin
for

x ∈ Xyellow; notice that this parabola is truncated at vmax for x ≤ −vmax∆ + v2
max

2umin
.

For the red light, Wred = Wbrake ∪ {[L,∞) × (0, vmax]}. During the green light, propagating

the boundaries of Wyellow results in a slightly smaller set, as shown in Figure 4. Since the car

is not allowed to come to a full stop (v = 0) during the green light, we cannot allow the car to

be “trapped” in the lower unshaded region. The optimal cost function for the changed boundary

(along which u = umax must be enforced) is Jgreen(x) = −x+ x̃+ v2−ṽ2

2umax
, with ṽ the smaller solution

to 0 = 1
2umin

ṽ2 + (τ − ∆)ṽ + (τ − ∆)2umax/2 − L, and x̃ = ṽ2

2umin
− ∆ṽ.

For more complicated hybrid systems, with more than one mode, this analysis is extended to

include the option of switching to other modes. The hybrid reachability algorithm, introduced in

[17], accounts for the effect of mode changes on the continuous evolution of J(x, t). Figure 17 shows

the algorithm graphically for two modes. Evolution in one mode, q1 does not evolve independently

of the dynamics of q2 if there is a switch which can occur from q1 → q2. For example, if there is

an allowable region (W1)0 in mode q1 and another allowable region (W2)0 in mode q2, and q1 → q2

through an automatic transition across a switching boundary g(x) = 0, the safe regions W1 and W2

cannot be computed independently. For the system shown in Figure 17, if the switch is ignored,

the safe regions in q1 and q2 are A and D, respectively. However, the switch effectively increases
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(W1)0

A

B

C

D

(W2)0

g(x) = 0

q1 q2

Figure 17: The hybrid reachability algorithm accounts for switches to other modes. Note when the
switch across g(x) = 0 is accounted for, safe regions W1 = A ∪ B and W2 = C ∪ D are larger than
when determined in isolation in modes q1 and q2, respectively. (A is the safe region in q1, and D is
the safe region in q2 if the switch from q1 to q2 is not allowed.)

the safe region by allowing the system to switch to safety in the next mode. In this case, the safe

region is W1 = A ∪ B in mode q1 and W2 = C ∪ D in mode q2.

In general, closed-form solutions (such as the ones in the yellow interval dilemma) are not

possible for W. Additionally, when the safe region is represented as the intersection of various cost

functions, simply integrating backwards in the presence of continuous inputs and disturbances may

not yield the correct solution, since intersections of the evolving boundaries may not be analytically

determined. Accurate computational methods to determine W are an important topic of research,

and offer solutions when analytic solutions are not possible or tractable. Computational algorithms

have been developed to find the boundary of W using level-set methods [19]. Further details of this

algorithm (for a full hybrid system) can be found in [17], and information regarding computational

implementation can be found in [33, 20, 26].

3.4 Step 3: Abstraction: Hybrid → Discrete

We create a discrete abstraction based on the results of this analysis. In many complex human-

automation systems, the user has control over discrete switches, but the continuous control to

maintain safety within each continuous mode is automatically enforced. Within each hybrid sub-

system, the controller for safety u∗(x) is enforced. (This is not the case for the car example, in

which the user must enact various simple continuous control laws in order to remains safe, but will

be demonstrated in Section 4.)
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x ∈ ∂W

x ∈ ∂W

x ∈ W
◦

x ∈ W
c

u ∈ U
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Figure 18: Hybrid automaton H∗.
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Figure 19: Abstracted discrete automaton G∗.

We assume that if the system begins within a safe region of operation, the only way the system

can become unsafe is through user-controlled discrete switches. Therefore, if the user enters a

hybrid subsystem safely, the system will remain safe until the next user-controlled discrete switch.

The system is also unsafe if it begins in an unsafe region of operation. (This is the case in the

yellow interval problem, when the light turns yellow and the car is in region (7) of Figure 3.)

The goal of this section is to abstract from the hybrid model H a discrete system G∗, which

can be used in interface analysis, verification, and design methods. We begin with the simplest

hybrid system: one with only one mode. For a generic, one-mode hybrid system H, implementing

the control law u∗(x) results in a three-mode hybrid system H∗ as shown in Figure 18. Switching

between modes is dictated by evolution of the continuous state x. No switches exist from x ∈ ∂W to

x ∈ Wc since, as a result of the hybrid reachability analysis and controller synthesis, the control law

u = u∗(x) enforces safety when x ∈ ∂W. We form the discrete system G∗ from H∗ by partitioning

the state space into the interior, boundary, and complement of W: x ∈ {W◦, ∂W,Wc}. Since

W consists of its interior and its boundary, note that W = W◦ ∪ ∂W, and W ∩ Wc = {∅}.

The discrete system G∗ = (Q∗, Σ∗, δ∗) has modes Q∗ = {W◦, ∂W,Wc}, which correspond to the

continuous regions of operation in H∗. The continuous state-based transitions of H∗ become the

events Σ∗ = {α, β} in G∗. The transition function R∗ is depicted graphically in Figure 19.

We now consider a hybrid system H with two modes Q = {qi, qj} and an automatic transition

Σ = {γ} which takes the system from qi to qj . The hybrid reachability analysis results in a hybrid

system H∗, which we abstract to G∗ in Figure 20. G∗ has events Σ∗ = {αi, βi, αj , βj , γ} and modes
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Figure 20: Nondeterministic abstraction of generic two-mode hybrid automaton qi
γ
→ qj .

Q∗ = {W◦
i , ∂Wi,W

c
i ,W

◦
j , ∂Wj ,W

c
j}. Because of the hybrid reachability analysis, if the system

begins in a safe region (W◦
i or ∂Wi) then γ will keep the system in a safe region (W◦

j or ∂Wj).

However, there is no guarantee of safety if the system begins in the unsafe region Wc
i . Notice that

G∗ is nondeterministic: W◦
i

γ
−→ {W◦

j , ∂Wj}, ∂Wi
γ

−→ {W◦
j , ∂Wj}, and Wc

i

γ
−→ {W◦

j , ∂Wj ,W
c
j},

but that the nondeterminism does not create ambiguity with respect to safety: states which are

initially safe will always remain safe.

Consider the same hybrid system, but with one user-controlled transition Σ = {σ} from qi to qj .

Because σ is user-controlled, we can make no guarantees of safety in the new mode qj : even if the

user starts within a safe region (W◦
i or ∂Wi), the user could switch the system into an unsafe state

(Wc
j ). We partition the state space according to the intersection of Wi and Wj , as shown in Figure

21. This results in 32 = 9 regions x ∈ {(W◦
i ∩W◦

j ), (W◦
i ∩∂Wj), (W

◦
i ∩Wc

j ), (∂Wi∩W◦
j ), . . . , (Wc

i ∩

Wc
j )} for qi. When the user applies σ, the system transitions deterministically from qi into qj .

Figure 21 shows the deterministic discrete system G∗. Notice that this abstraction results in a

discrete system with far more modes: it has 3 + 32 = 12 modes, while the nondeterministic system

in Figure 20 has 3 + 3 = 6 modes.

When more than one user-controlled switch is possible from a given mode the state-space must

be further partitioned. For example, examine q2 in Figure 14: the partitioning of the state-space

in mode q2 must not only account for the state-space in mode q5, but also the state-space of mode

q8. To account for all possible user-actions, we define for a mode qi the set of user-reachable modes
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Figure 21: Deterministic abstraction G∗ of generic two-mode hybrid automaton qi
σ
→ qj . The

notation used indicates the mode (qi or qj), followed by the state-space partition the system is
in. Note the transitions θj , ηj , which account for continuous-state based transitions between the
boundary and exterior of mode qj , respectively, are hidden in the nondeterministic abstraction
(Figure 20).
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P (qi) as all distinct modes reachable through a user-controlled transition:

P (qi)
4
= {qk | R(qi, σ̄) = qk} (8)

where σ̄ is the set of all user-controlled events possible from qi. The cardinality ni = |P (qi)|

determines the number of modes in G∗ abstracted from one hybrid mode of H. The state-space

in mode qi must be partitioned into 3ni+1 regions, and the state-space in mode R(qi, σ), σ ∈ σ,

must be partitioned into 3(|P (R(qi,σ))|+1) regions. In Figure 14, P (q2) = {q5, q8}, and since n2 = 2,

the state-space of q2 must be partitioned into 3(2+1) = 27 discrete modes; P (q5) = {q8}, so the

state-space of q5 will be partitioned into 32 regions; and P (q8) = {∅}, so the state-space of q8 will

be partitioned into 31 regions.

We can now consider the more general case: a r-mode hybrid subsystem H = (Q,X , f,Σ, u, R)

with nexit modes from which the user can manually exit the subsystem H. After applying the

control law for safety u = u∗(x), we obtain the safe region of operation W ⊆ Q × X . The discrete

system G∗ = (Q∗, Σ∗, R∗) is formed by abstracting the hybrid subsystem, based on a state-space

partition of W in each mode q ∈ Q. For each mode q ∈ Q, we partition the state-space into P (q)

regions. Those modes with no user-reachable modes (i.e. modes q for which P (q) = {∅}) will have

three regions; the nexit modes before user-controlled transitions will be partitioned according to

their intersection with user-reachable modes outside of the subsystem H. Each region is relabeled

as a discrete mode q∗ ∈ Q∗. By construction, R∗ accounts not only for the transitions in R (with

labels appropriate for a discrete system), but also for transitions between the partitions which

create Q∗. In general, R∗ will be nondeterministic, but unambiguous with respect to transitions to

unsafety.

We combine all of the abstracted hybrid subsystems into a single discrete system G∗
procedure,

through the user-controlled switches. This abstraction makes safety unambiguous: it assumes that

where possible, safety is guaranteed (across automatic and disturbance transitions); where safety

cannot be guaranteed (across user-controlled transitions), the consequences of the user’s actions

with respect to system safety are deterministic. Across automatic transitions, less refinement in

the state-space partition is necessary, since the system cannot become unsafe through an automatic

transition. Across user-controlled transitions, more refinement is necessary in order to determine

how the user, through the user’s possible discrete actions, will affect system safety.

As an example, a portion of a hybrid system Hprocedure is shown across two of its hybrid

subsystems in Figure 22. Figure 23 shows the abstracted model G∗
procedure for this same portion.

The mode before the switch is abstracted deterministically, but other modes within the hybrid

subsystems are then abstracted nondeterministically.
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. . . . . .

Figure 22: Portion of hybrid system Hprocedure which displays two hybrid subsystems, H1 and H2.

Notation conventions are established in Figures 22 and 23. Hybrid reachability analysis results

in Wi for each hybrid subsystem Hi, where Wi ⊆ Qi × X . For example, W2 ⊆ {qj , qk, ql, . . .} × X .

Since we need to examine modes within Wi to properly create the discrete abstraction, we use W
qj

i

to indicate the portion of Wi in mode qj ∈ Qi. For example, to indicate the interior, boundary,

and exterior of W2 in mode qk ∈ Q2, we write (Wqk

2 )
◦
, ∂Wqk

2 , (Wqk

2 )
c
. The switches in G∗

procedure

are labeled according the following convention:

αj occurs when x evolves from the interior of W
qj

i to its boundary (
(

W
qj

i

)◦
to ∂W

qj

i ).

βj occurs when x evolves from the boundary of W
qj

i to its interior (∂W
qj

i to
(

W
qj

i

)◦
).

θj occurs when x evolves from the boundary of W
qj

i to its exterior (∂W
qj

i to
(

W
qj

i

)c
).

ηj occurs when x evolves from the exterior of W
qj

i to its boundary (
(

W
qj

i

)c
to ∂W

qj

i ).

Recall the hybrid procedural model Hprocedure of the yellow interval problem (Figure 13). The

discrete abstraction G∗
procedure has more than 32 = 9 modes since we separate not only Wyellow

and Wred, but also the boundaries of Wgreen, Wyellow, and Wred, according to the type of action

the driver must follow. Table 2 indicates the correspondence between G∗
procedure of Figure 24 to

the state-space analysis in Figures 3 and 4 by noting the following correspondences: Note that

Wyellow = Waccel ∪ Wcoast ∪ Wbrake and Wred = Wbrake ∪ {[L,∞) × (0, vmax]}. Also note that

∂Wbrake is defined for v > 0; and that the point (x, v) = (0, 0) is denoted by the indication STOP.

3.5 Use of the Discrete Abstraction

The discrete abstraction G∗
procedure of the hybrid human-automation system Hprocedure can now be

used to analyze, verify, or design user-interfaces for Hprocedure. A user-interface can be modeled by

by a discrete event system, with the modes determined by the indications on the display, and events

determined by internal transitions in the system, or by the user’s actions. The user activates various

knobs, buttons, and toggles to change the hybrid system’s mode. The interaction between the user’s
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Figure 23: Portion of discrete model G∗
procedure across hybrid subsystems H1 and H2. Modes before

the user-controlled switch σ are modeled deterministically; the rest of the hybrid subsystems are
modeled nondeterministically to reduce the complexity of the abstracted model.
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Light Color Region Mode in Gprocedure (Figure 24)

Green
(Figure 4)

shaded
braking boundary

accelerating boundary
unshaded

W◦
green

∂Wgreen−brake

∂Wgreen−accel

Wc
green

Yellow
(Figure 3)

(1), (4), (5)
boundary of (1) and (4)

(2),(3),(4),(5),(6)
(2),(4),(6)

(7)
(x, v) = (0, 0)

W◦
brake

∂Wbrake

Waccel

Wcoast

Wc
yellow

STOP

Red
(Figure 3)

(1), (4), (5)
boundary of (1) and (4)

(6)
(2), (3), (7)

(x, v) = (0, 0)

W◦
brake

∂Wbrake

Wred \Wbrake

Wc
red

STOP

Table 2: Summary of abstraction from continuous state-space regions (Figures 3 and 4) to discrete
modes of G∗

procedure (Figure 24).

actions and the hybrid system’s modes are encapsulated by a finite-state machine representation.

In Section 2, an interface was constructed based on the result of the reachability analysis.

However, in some situations, an interface may already exist. In this case, it is of high interest to be

able to verify that the interface correctly represents the underlying, hybrid system. The authors in

[11, 25] developed a method to formally verify that one discrete system (such as an interface) is a

correct abstraction of another discrete system (such as a “truth” or procedural model of a system).

Using these methods, the existing interface interface can be verified against the discrete abstraction

developed in Section 3.4, according to the method developed in [11, 25].

The same authors have also developed an interface design technique [1] using state reduction

techniques for incompletely-specified finite state machines. State reduction involves creating a

reduced finite state machine, based on a given output for a larger, more complex finite state

machine. Presuming that the original, complex finite state machine represents the “truth” model,

the reduced model represents the interface for the original system. While the interface in Section 2,

constructed by hand from the reachability analysis, has only four modes, in general, the resulting

discrete automaton may contain far more modes. These modes may represent more information

than the user needs in order to accurately interact with the system. In this case, a correct and

succinct interface can be constructed according to discrete-state reduction techniques as in [1].
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δ
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δ

δ

δ
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βstop

W◦

brake
W◦

brake

Wcoast

Wred \WbrakeWaccel

∂Wgreen−accel

βstop

αgreen−accel βgreen−accel

αbrake αbrake

γ

γ

Figure 24: Discrete procedural model G∗
procedure for yellow interval problem. The modes in the set

Q∗
procedure are defined in Table 2, and the set of events is Σ∗

procedure = {δ, γ}. The event δ occurs
when the yellow light appears, and the event γ occurs τ second later, when the red light appears.

4 Automatic Landing of a Commercial Aircraft

We now apply the method detailed in Section 3 to a more complex example: the automatic landing

of a large civil jet aircraft. Automatic landing systems, as the name implies, use information from

the aircraft as well as from the airport facilities to guide the aircraft to a smooth touchdown on

the runway. While highly automated, autoland systems require pilot interaction and supervision

in order to successfully complete a landing. Additionally, in the case of an aborted landing, the

pilot intervenes to initiate an automated go-around maneuver. While the automation enacts the

low-level control necessary for an aircraft to track desired landing and go-around trajectories, the

pilot sets parameters, changes the aircraft’s configuration, and enacts high-level mode changes.

Autoland systems are complex, safety-critical systems, and are subject to stringent certification

criteria [34]. Modeling the aircraft’s behavior, which incorporates logic from the autopilot as well as

inherently complicated aircraft dynamics, results in a high-dimensional hybrid system with many

continuous and discrete states. Naturally, only a subset of this information is displayed to the pilot.

Choosing which information should be included in the subset is critical: this information must

32



Rollout

Flare

Flaps-20

1000’

50’

glideslope signal

Flaps-30

Flaps-25

Glideslope capture

Figure 25: Typical landing scenario. The dots indicate transitions in autopilot mode during a
typical landing procedure: ‘Approach’, ‘Capture’,‘Glideslope’,‘Flare’,and ‘Rollout’. Additionally,
the pilot is instructed that the aircraft should be in Flaps-20 (with the landing gear down) before
glideslope capture; and that the aircraft should sequence through Flaps-25 and Flaps-30 by the
time the aircraft reaches 1000 feet.

adequately represent the hybrid system’s behavior. The problem of determining which information

adequately represents the underlying hybrid system is closely related to problems in observability:

a system is observable if the state of the system can be accurately reconstructed from the output

of the system. The output often represents a reduced set of information about the state of the

system. While both continuous and discrete system observability are well-researched issues [35],

hybrid system observability is a more recent topic, with results mainly for hybrid systems with

linear or affine continuous dynamics [36, 37, 38, 39].

We wish to determine, for an automatic landing/go-around maneuver of a highly automated

civil jet aircraft, which information the pilot must have in order to safely maneuver the aircraft.

We will first discuss the autoland/go-around maneuver in more detail, then formulate it as a hybrid

human-automation system in which it is critical that the continuous state remain within certain

bounds to maintain safe operation. We separate the hybrid system into two hybrid subsystems,

and perform a hybrid reachability analysis on each subsystems. As in detailed Section 3.4, the

reachability results provide the means to create a discrete system which represents the hybrid

human-automation system. This abstraction can then be used in user-interface analysis and design.

In a typical autoland maneuver (Figure 25), the aircraft begins its approach approximately 10

nautical miles from the touchdown point. The pilot extends the landing gear (down) sets the flaps,

aerodynamic surfaces on the trailing edge of the sings, to the setting Flaps-20. The aircraft descends
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Figure 26: Hybrid procedural automaton Hprocedure. The dynamics are described in Section 4.1
and correspond to aerodynamics constants enumerated in Table 3.

towards the glideslope, an inertial radio beam which the aircraft can track. The autopilot captures

the glideslope signal about five nautical miles from the touchdown point. The pilot extends the

flaps, which increases drag on the wing and maintains lift at low speeds. The pilot extends the

flaps through Flaps-25 and Flaps-30 before the aircraft reaches 1000’ altitude. At approximately

50’, the aircraft leaves the glideslope and begins the flare maneuver, which allows the aircraft to

touchdown smoothly on the runway with an appropriate descent rate.

If for any reason the pilot or air traffic controller deems the landing unacceptable (debris on

the runway, a potential conflict with another aircraft, or severe wind shear near the runway, for

example), the pilot must initiate a go-around maneuver. A go-around maneuver can be initiated at

any time after the glideslope has been captured and before the aircraft touches down. In a typical

autoland, pushing the go-around button engages a sequence of events designed to make the aircraft

climb as quickly as possible to a preset missed-approach altitude (usually about 2500’).

4.1 Hybrid Procedural Automaton

The hybrid procedural model (Figure 26) focuses on a small portion of the autoland procedure,

beginning with the flare maneuver. We consider the longitudinal dynamics only, in which the

continuous state x = [V, γ, h] ∈ R
3 represents the aircraft’s speed V , flightpath angle γ, and

altitude h. The continuous inputs are u = [T, α], assuming direct control over the aircraft’s thrust

T and angle of attack α.

The initial state of the procedural model is the Flare mode (Figure 26). In Flare mode, the
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flaps are at Flaps-30 and the thrust is fixed at idle. During normal autolands, the aircraft switches

to Rollout mode upon touchdown. (We do not model the aircraft’s behavior as it rolls along the

runway.) When a pilot initiates a go-around maneuver (often called a “TOGA” due to the “Take-

Off/Go-Around” indicator on the pilot display), the pilot changes the flaps to Flaps-20 and the

autothrottle forces the thrust to Tmax (Toga-Max mode). When the aircraft obtains a positive rate

of climb, the pilot raises the landing gear and the autothrottle allows the thrust to take on any

value in the range T ∈ [0, Tmax] (Toga-Up mode). The aircraft continues to climb to the missed

approach altitude halt, and then automatically switches into an altitude-holding mode, Altitude.

Go-arounds are unpredictable and may be required at any time during the autoland prior to

touchdown. Yet, only the pilot has the authority to initiate this maneuver. We therefore model

σTOGA as a user-controlled transition. We model certain events as simultaneous: σTOGA and

changing the flaps to Flaps-20, and ḣ ≥ 0 and raising the landing gear.

As in [40], we model the nonlinear longitudinal dynamics in the path frame as









mV̇

mV γ̇

ḣ









=









−D(α, V ) + T cos α − mg sin γ

L(α, V ) + T sinα − mg cos γ

V sin γ









(9)

We assume the aircraft has mass m = 190000 kg, and the gravitational constant is g = 9.81

m/s2. The aircraft has pitch θ = α + γ. In equation (9), lift L(α, V ) and drag D(α, V ) account

for the specific aerodynamic properties of the aircraft of interest. They can be obtained from the

dimensionless lift and drag coefficients CL and CD,

L(α, V ) =
1

2
ρV 2SCL(α) (10)

D(α, V ) =
1

2
ρV 2SCD(α) (11)

with air density ρ = 1.225 kg/m3 and wing surface area S = 427.80 m2.

CL(α) = CL0 + CLαα (12)

CD(α) = CD0 + KC2
L(α) (13)

Equation (12) results from thin airfoil theory [41], and can be adapted to a full aircraft [42] by

an appropriate choice of the positive constants CL0 and CLα . Equation (13), known as the “drag

polar”, results from lifting line theory [41] and applies to a clean wing (no fuselage and engines), but

can be extended to a full aircraft [42], by incorporating aircraft characteristics in the coefficients

CD0 and K. The coefficients CL0 , CLα , CD0 and K thus depend on the flight configuration of
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Dynamics CL0 CD0 K Flaps Setting Landing Gear

ẋ = f1(x, u) 0.4225 0.024847 0.04831 Flaps-20 Down
ẋ = f2(x, u) 0.7043 0.025151 0.04831 Flaps-25 Down
ẋ = f3(x, u) 0.8212 0.025455 0.04831 Flaps-30 Down
ẋ = f4(x, u) 0.4225 0.019704 0.04589 Flaps-20 Up
ẋ = f5(x, u) 0.7043 0.020009 0.04589 Flaps-25 Up
ẋ = f6(x, u) 0.8212 0.020313 0.04589 Flaps-30 Up

Table 3: Aerodynamic constants for autoland modes.

Mode V [m/s] γ [degrees] α [degrees] T [N]

Flare [55.57, 87.46] [−6.0◦, 0.0◦] [−9◦, 15◦] 0
Toga-Max [63.79, 97.74] [−6.0◦, 0.0◦] [−8◦, 12◦] Tmax

Toga-Up [63.79, 97.74] [0.0◦, 13.3◦] [−8◦, 12◦] [0, Tmax]
Altitude [63.79, 97.74] [−0.7◦, 0.7◦] [−8◦, 12◦] [0, Tmax]

Table 4: State bounds for autoland modes of Hprocedure.

the aircraft as well as its geometry. We calculated and estimated these values, which are typical

for large civil aircraft, from data in [40, 43, 44, 45, 46]. The lift coefficient slope CLα = 5.105

for all modes; other coefficients are summarized in Table 3. The computation of CL0 includes

estimates of the additional lift provided by flaps and slats. The constant CD0 includes terms due to

aircraft aerodynamic shape, deployment of landing gear, flap and slat deflection. The constant K is

determined analytically [41] as a function of the aerodynamic characteristics of the aircraft: aspect

ratio, which is the ratio of the span length squared to the wing surface area, and span efficiency

factor, which relates the lift of a given wing to an ideal, elliptical lift distribution.

Each mode in the procedural automaton is subject to state and input bounds, due to constraints

arising from aircraft aerodynamics and desired aircraft behavior. These are summarized in Table

4. The bounds on V and α are determined by stall speeds and structural limitations for each flap

setting [46, 42]. The stall angle (maximum value of α) is the value of α which corresponds to

the maximum lift coefficient. The maximum allowed α is thus determined for each aircraft using

this value. The stall speed can be computed analytically, using the landing configuration of the

aircraft (mass, wing surface area, maximum lift coefficient, air density). Bounds on γ and T are

determined by the desired maneuver [47, 48], with Tmax = 686700 N. Additionally, at touchdown,

θ ∈ [0◦, 12.9◦] to prevent a tail strike, and ḣ ≥ −1.829 m/s to prevent damage to the landing

gear. These restrictions determine the allowable regions of operation in landing and go-around

maneuvers.
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Toga−Max Toga−Up AltitudeFlare

Rollout

ẋ = f1(x, u) ẋ = f4(x, u) ẋ = f1(x, u)

γ3γ2

ẋ = f3(x, u)

σTOGA

γ1

ẋ = 0

Hflare

Htoga

Figure 27: Hybrid subsystems for landing/go-around scenario. The events are relabeled from
Hprocedure as shown in Figure 26, so that γ1 occurs when h = 0, γ2 occurs when ḣ ≥ 0, and γ3

occurs when h ≥ halt.

Subsystem V [m/s] γ [degrees] h [m]

Hflare [50, 100] [-8, 17] [-5, 20]
Htoga [50, 100] [-8, 17] [-5, 20]

Table 5: Computational domain for autoland hybrid subsystems.

4.2 Reachability Analysis of Hybrid Subsystems

In order to determine the subset of the allowable region of operation in which we can guarantee

the aircraft can remain safe, we separate the hybrid procedural model Hprocedure across the user-

controlled switch σTOGA. This separation results in two hybrid subsystems, Hflare and Htoga, as

shown in Figure 27. We complete a hybrid reachability analysis within each hybrid subsystem

in order to determine the set of continuous states in each subsystem, in which the aircraft can

land or go-around, respectively, while meeting the state and input constraints detailed in Section

4.1. The constraints for the aircraft to land define (Wflare)0, and the constraints for the aircraft to

go-around define (Wtoga)0. In the computation of the reachable set for each subsystem, automatic

transitions are smoothly accomplished in by modeling the change in dynamics across the switching

surface as another nonlinearity in the dynamics. Additionally, for the reachability computation we

assume in Htoga that if the aircraft leaves the top of the computational domain (h = 20 m) without

exceeding its flight envelope, it is capable of achieving Altitude mode, which we consider safe. The

computational domain for each subsystem is indicated in Table 5.
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Figure 28: Allowable region (Wflare)0 (states
inside wireframe box) and safe region Wflare

(states within solid) in hybrid subsystem
Hflare.

Figure 29: Allowable region (Wtoga)0 (states
within wireframe box) and safe region Wtoga

(states within solid) in hybrid subsystem
Htoga.

Figure 28 depicts the boundary of the allowable region (Wflare)0 (shown as the wireframe box)

as well as the computational result for Wflare (solid). Similarly, Figure 29 depicts the boundary of

(Wtoga)0 (wireframe box) as well as Wtoga (solid). Figure 30 shows the intersection of the two safe

regions in the state-space. The solid shape indicates the region of intersection between the two

modes: in this region both safe landing and safe go-around are possible. The analysis shows that

when the aircraft begins in Flare, there are states from which a safe landing is possible, but a safe

go-around is not.

4.3 Discrete Abstraction

It is now possible to use the result of the hybrid reachability analysis to abstract from it a discrete

system. Such a discrete system, which encompasses the regions calculated through the hybrid

reachability analysis, can then be used to perform further analysis, such as interface analysis,

verification, or design.

In most commercial aircraft, the low-level control is performed by the autopilot, which has

authority over small control surface movement. The details of the low-level control are hidden from

the pilot, who anticipates system behavior by understanding the behavior of each autopilot mode.

In some instances, the pilot allows the autopilot to directly control mode switches. We therefore

assume an automated controller enforces u = u∗(x), but leave it to the pilot to enforce any discrete

switches necessary to maintain safety. This assumption mimics the hierarchical nature of highly

automated aircraft, in which pilots supervise the automation by enacting discrete switches. In this

supervisory role, the pilots always have the option not to enact a recommended switch.
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Figure 30: The solid (red) shape is the safe region Wflare ∩Wtoga, from which safe landing and safe
go-around is possible. The meshes depict Wflare (dark mesh, dark blue) and Wtoga (light mesh,
green).

There is only one mode in Hprocedure from which a user-controlled transition (σTOGA) is possible:

Flare. This mode is abstracted according to its partition with Toga-Max = Rprocedure(Flare, σTOGA),

so results in 3(1+1) = 9 modes in G∗
procedure, as shown in Figure 31. The remaining modes (Rollout,

Toga-Max, Toga-Up, and Altitude) each result in 3(1+0) = 3 discrete modes in G∗
procedure, since no

user-controlled transitions are possible from these modes in Hprocedure. The modes in the upper

half of Figure 31 correspond to modes in Hflare, while modes in the lower half correspond to Htoga.

For clarity, the modes which correspond to safe regions of the state-space are solidly colored; modes

which correspond to unsafe regions have hashed marks. While Figure 31 depicts the entire state-

space of Hprocedure, we restrict the initial states Q0
procedure of G∗

procedure to lie within or on the

boundary of the region for safe landing in Flare mode.

4.4 Implications for User-Interface Analysis

The results of the hybrid reachability analysis show that there exists a region from which safe

landing is assured, but a safe go-around is not assured. This region, of course, is problematic.

When we consider possible pilot interaction with the model of the system described here, there are

two additional problems: 1) the pilot is unaware of this region, and 2) even if the pilot is told about

the existence of this region, there is no display in the cockpit to tell the pilot that the autopilot is

in a region from which a safe go around is not assured.

It is possible, however, to provide feedback to the pilot about this region (from which a safe

go-around is not assured). Using the same approach that we discussed earlier in the automotive

problem, it is possible to develop an interface that will indicate to the pilot when the aircraft

is about to enter the region from which a safe go around is not assured. Therefore, one of the
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Figure 31: Abstracted procedural model G∗
procedure for autoland/go-around maneuver. Modes in

the set of initial modes Q0
procedure are bolded.

pilot’s tasks, in this case, with respect to the model discussed above, is to avoid entering the unsafe

go-around region. The design of such an (advisory) interface must take into account the pilot’s

reaction time, the dynamics of the airplane, and the various control options (such as increased

thrust) that are available to the pilot to prevent the airplane from entering the problematic region.

There are many different ways to inform the pilot about possible actions to keep the aircraft in

a safe region of operation. One way to advise the user about this situation is to create an interface

which differentiates between the region of the state-space in Flare from which a safe go-around is

possible, and the region in Flare from which a safe go-around is not possible. The interface could

also indicate possible continuous control actions, such as “Increase speed” or “Climb”, that would

help the pilot reach the region of Flare from which a safe go-around is possible. Alternatively,

the restrictions this procedure assumed (such as concurrent transitions) can be relaxed to allow

the pilot more control actions as well as increase the region in Flare from which a go-around can
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be safely accomplished. The hybrid reachability analysis and subsequent abstraction to a discrete

system would be performed by the same method as presented here.

However, if even after these steps, there are still regions from which a safe go-around is not

possible according to the maneuvers specified, we could complete a separate reachability analysis to

determine regions in the state-space from which a recovery to safety is possible. As opposed to the

computation of the unsafe region during the green light in the yellow interval problem (Figure 5),

this computation would involve specifying additional control actions that the pilot or the aircraft

could take, as well as a new formulation of the reachability problem. The computed results of the

analysis already presented (Figure 30) would be used as the initial conditions in a new reachability

analysis: this analysis would tell us whether it is possible, with these additional control actions,

to reach the safe region of operation from the states which, according the prior analysis and prior

control actions, a safe go-around is not possible. This differs from the prior analysis in that we

now wish to determine those set of states which can, through a recovery maneuver, reach the safe

regions of Figure 30.

These approaches are directions for future work.
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5 Implications for User-Interface Design and Analysis

This report presents a methodology for the analysis of automated hybrid control systems that

include user interaction. The methodology makes use of hybrid reachability algorithms and com-

putational tools [18, 19]. The advantage of this methodology is that it incorporates, by construction,

the coupling between the continuous behaviors of the dynamical system, discrete mode logic, as well

as user interaction with the system. As such, the methodology presented here has two important

implications for user interface design.

First, as shown in the automotive example and in the case of the autoland example, it is

possible to use this hybrid reachability methodology to analyze and identify different regions within

the operational state-space of the system. These regions are important to the user, because they

prompt decisions and/or control actions. At the very least, it is important that the user know about

and understand the different regions in the operating space that affect the user’s interaction and

supervision of the system. This is critical for designing interfaces for complex automated systems,

and to this end, the hybrid reachability analysis can be used as the foundation for the construction

and design the user-interface.

With regards to interface design, the approach presented here is not concerned with the layout

and color-coding of the interface, but rather in the information content provided on the interface.

Namely, we are interested in determining what information the user needs in order to control the

system safely. Nevertheless, just indicating to the user in what region of the state space the system

is in – is not enough. When it comes to unsafe regions, the user must also be provided with

advance information (warning) when the system is about to enter the unsafe region. As shown in

the automotive example, there are various control schemes and corresponding interface indications

that can be employed to aid the driver in the task of avoiding the unsafe region.

The second important implication of this work is for verification of interfaces. The methodology

described here shows how, with the aid of the hybrid system reachability tool, it is possible to

transform a complex hybrid system to an equivalent discrete representation. This (abstracted)

representation is very important for interface design, because it makes it possible application of

existing interface verification techniques. Specifically, once the hybrid system is described in a

discrete representation and the interface is modeled as a discrete event system, it is possible to

verify that an interface is correct. Namely, that there exist no error modes, no blocking modes,

and no augmenting modes [1, 25].

An error mode represents a divergence between the underlying system and the user interface.

For example, if the system is in one mode but the interface shows that the system is in another

mode, the system has a serious design flaw. A blocking mode represents a situation in which the
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user is unaware that certain events can trigger mode changes in other parts of the system. The

interface abstracts away this information, but if the user accidentally or unintentionally presses the

button at the wrong time, the system will switch modes (to user’s dismay). An augmenting mode

represents a situation in which the interface indicates that a certain mode change is possible, when

in fact the machine has no such mode or it can not enter it (for example, if it is disabled). (See

[25] for additional information regarding these interfaces verification criteria and the mechanics of

the interface verification process).

The existence of error, blocking, or an augmenting modes in any interface is a serious design

deficiency that should be avoided. This is particularly acute when considering safety-critical sys-

tems, and this is why interface verification is critical. The methodology described here, coupled

with the techniques described in [25], are an important step toward verification of user interaction

with hybrid systems.
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6 Conclusions and Limitations

There is an ongoing debate in aviation, space, and other safety-critical industries about the role

of the operator and the extent to which automation can and should be used [3, 4]. This debate

has been fueled by incidents and accidents in which operators were surprised about the behavior

of the automation. While the debate will continue for decades to come, it is clear that some of the

problems in human-automation interaction stem from design problems. The methodology described

in this report aims to identify these design problems before they contribute to mishaps.

This report presents a methodology for analysis of hybrid systems which encompass user-

interaction. The formal methodology discussed here involves three steps: 1) separation of the

hybrid procedural model into hybrid subsystems across user-controlled switches, 2) hybrid reacha-

bility analysis and controller synthesis of each hybrid subsystem, and 3) abstraction to a discrete

system based on the reachability result. Once the hybrid system is described as an equivalent

discrete system, and the user-interface is also modeled as a discrete system, it is possible to make

an additional step and use the verification methods of [25] to ensure that the interface is correct.

Two examples were presented in this report: the yellow interval dilemma, and pilot interaction

with aircraft automation during a go-around maneuver. These examples served to demonstrate

the methodology and its application. Because it is a general methodology, it is applicable to

more complicated systems and more elaborate descriptions of procedures and interfaces than those

presented here. The key contribution of this work is to create an abstraction of hybrid systems

based on a hybrid reachability result: the resultant discrete system is one for which existing interface

verification and design techniques [1, 25] can be implemented.

The methodology presented here makes assumptions regarding control theoretic, human-factors,

and operational issues. The main control theoretic assumptions involve hierarchical control as well

as complete and accurate state measurements. Implementation of hierarchical goals and control

schemes is an active topic of research [49, 50, 51]. We assume that the low-level controllers which

enforce safety are already in place and work flawlessly with other goals. Smoothly incorporating

potentially conflicting goals is a difficult problem. In highly automated aircraft, envelope protection

schemes are frequently added on to existing control schemes [48], and validated in simulators.

Additionally, as stated in Section 3, we assume full and accurate information about the continuous

state. Although the controllers for safety will likely have full access to the continuous state, in any

real system there will inevitably be noise in state measurements, and estimates of the state will

be necessary. A clear direction of future work is to examine this same verification problem in the

context of uncertain state measurements.

With regards to human factors issues, the methodology presented here only addresses what
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information is displayed, since this can be quantified within a known mathematical framework. It

does not address how the information is displayed.

With regards to operational issues, the methodology presented here assumes a specified proce-

dure. Procedures are described in manuals and taught to operators (such as pilots) during training.

To be able to verify user-interaction with hybrid systems, we assumed in this report that the user

strictly follows a given procedure. However, operators do not always follow a procedure [52]. Al-

though specific sequences of user actions must be encoded in the procedural model, this model can

always be extended to incorporate additional sequences of user actions, even all possible sequences

of the “truth” model

While we have focused in this section on the limitations of our assumptions, it is important

to note that the main advantage of this methodology is that it incorporates, by construction,

the coupling between the continuous behaviors of the aircraft and the automation and autopilot

logic. Verification within a hybrid framework accounts for the inherently complicated dynamics

underlying the simple, discrete representations displayed to the user. The method presented here

directly accounts for the user’s prerogative in determining system safety in modeling of the user’s

interaction with the system. While no guarantees can be made about the user’s actions, this

methodology provides a mathematical guarantee that the discrete abstraction contains correct

information regarding the effect of the user’s actions on system safety. With this abstraction, an

interface can be designed to ensure that user is provided with the correct information to complete

the desired procedure or task.
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